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Abstract: Understanding subnivean life is crucial, particularly due to the major role in food webs
played by small animals inhabiting this poorly known habitat. However, challenges such as remote-
ness and prolonged, harsh winters in the Arctic have hampered our understanding of subnivean
ecology in this region. To address this problem, we present an improved autonomous, low-power
system for monitoring small mammals under the snow in the Arctic. It comprises a compact camera
paired with a single-board computer for video acquisition, a low-power-microcontroller-based circuit
to regulate video acquisition timing, and motion detection circuits. We also introduce a novel low-
power method of gathering complementary information on animal activities using passive infrared
sensors. Meticulously designed to withstand extreme cold, prolonged operation periods, and the
limited energy provided by batteries, the system’s efficacy is demonstrated through laboratory tests
and field trials in the Canadian Arctic. Notably, our system achieves a standby power consumption of
approximately 60 µW, representing a seventy-fold reduction compared to previous equipment. The
system recorded unique videos of animal life under the snow in the High Arctic. This system equips
ecologists with enhanced capabilities to study subnivean life in the Arctic, potentially providing
insights to address longstanding questions in ecology.

Keywords: arctic subnivean ecology; camera trap; embedded system; microcontroller; power
management; single-board computer; wildlife monitoring

1. Introduction

Understanding the Arctic environment is crucial for several reasons, including the im-
portant role of terrestrial Arctic ecosystems in the global carbon cycle [1]. Arctic ecosystems
and their unique biodiversity are also highly sensitive to ongoing climate change [2], which
is amplified at high latitudes [3]. Despite the long and harsh Arctic winter, which lasts up
to eight months, a diverse array of animals live throughout the year in these regions. The
subnivean environment, created by the snow cover, serves as a refuge for the tundra biome,
shielding inhabitants such as small mammals from extreme cold and predators [4]. Arctic
predators such as snowy owls (Bubo scandiacus), ermines, and foxes critically depend on
small subnivean mammals for their survival [5,6]. Arctic lemmings are well known for their
cyclic population fluctuations, a phenomenon that has intrigued ecologists for more than a
century [7–10]. Changes in their population dynamics in some regions, possibly linked to a
changing winter climate, is a source of concern as it could lead to cascading effects on the
entire tundra food web [6]. However, these phenomena remain poorly known, in part due
to the paucity of information on the winter ecology of lemmings.

To overcome this obstacle, direct investigation of several aspects of the winter life of
lemmings beneath the snow, including their reproductive and social behaviors, is neces-
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sary [11]. The significance of winter reproduction in lemming population dynamics seems
to be substantial and is potentially influenced by snow conditions [12,13]. However, these
small mammals are commonly studied using traditional methods, such as live trapping or
monitoring winter nests [14,15], that are predominantly conducted during summer months
due to the logistical complexities and high costs associated with accessing study sites in
winter. Moreover, the formidable challenges posed by extremely low winter temperatures
and extensive snow cover further compound these logistic hurdles.

Automated camera systems (also known as camera traps) [16,17] present a compelling
alternative to address these challenges. Ethological studies utilizing camera traps offer sev-
eral advantages over traditional methods. In contrast to live trapping, camera trapping is
minimally invasive and enables unbiased, direct monitoring of animals in their natural habi-
tats. Moreover, camera traps can be more cost-effective, requiring fewer on-site visits and
personnel. Consequently, over the past two decades, camera traps have gained increasing
popularity as an efficient tool for studying a diverse range of animals, including carnivores
(e.g., tigers and leopards [18,19]), herbivores (e.g., elephants and deer [20,21]), birds [22],
fishes [23], and more recently for studying squamates [24,25] and small mammals [26,27].

Numerous studies have demonstrated the efficacy of camera trapping for various
applications in ecology and conservation: estimating population densities [28,29], collecting
behavioral data and activity patterns [16,30,31], gathering occupancy data and estimating
animal abundance [32–34] (including for endangered and cryptic species [19,35–37]), inves-
tigating the impact of human disturbances such as road construction, transportation, and
military activities on activity patterns and habitat use [38,39], monitoring and detecting
illegal human activities such as poaching [40], and estimating dispersal distances (i.e., the
movement from the birthplace) [18,41]. While camera traps have been extensively utilized
in various environments such as semi-arid regions, aquatic habitats, and tropical rainforests,
their application in the Arctic has been notably limited, particularly for studying animals
inhabiting the subnivean space, with few exceptions [42,43]. Utilizing a commercial camera
from Reconyx Inc., a Norwegian team [42,43] successfully obtained photographs of small
mammals (such as voles, shrews, and stoats) living in the subnivean space in northern
Norway during winter. An analogous effort was undertaken in the Canadian High Arctic
utilizing a camera from the same manufacturer [44] but yielded minimal success attributed
to the system’s inadequate performance in the High Arctic. A significant difference be-
tween these investigations lies in the contrasting environmental conditions, as the northern
Norwegian climate is subarctic, leading to higher temperatures and snowfall compared
to the Canadian High Arctic. These distinctions are crucial, as Canadian researchers en-
counter significant issues with frosting, attributable to lower temperatures and thinner
snow cover [44,45].

The majority of research with camera traps has relied on commercial camera systems,
with insufficient attention given to developing systems tailored to specific environments
such as the subnivean space [46]. Humbert et al. [47] developed a camera trap for under-
water ecosystem surveillance utilizing a Raspberry Pi 3B+ (RPI3B), a camera connected to
the RPI3B, and a customized board attached on top of the RPI3B with components such
as a SparkFun PicoBuck module (to drive an array of LEDs), and a voltage regulator for
powering the RPI3. The system captures images of underwater organisms when move-
ment is detected by computer vision algorithms. A major drawback of this system is its
high-power consumption at standby (30 mA), which limits its application for long-duration
deployments. For example, to sustain only the standby current over a 300-day period,
this system necessitates an exceedingly heavy and costly battery with a capacity of more
than 200 Ah, making it impractical for many real-world applications, including in our
study. Camacho et al. [48] designed a camera system for wildlife inventory purposes in the
Amazon Rainforest. This system includes a motion detection sensor, a camera, an SD card,
and a microcontroller that communicates with the two aforementioned components via
a serial bus. Upon each trigger event, determined by the microcontroller monitoring the
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sensor signal, two photos are captured and saved onto the SD card. This system has certain
limitations (see [46]) that make it unsuitable for studying subnivean animals in the Arctic.

Although many camera-based ecological studies, including [42,47,48], have focused
on capturing still images, there is a growing recognition of the advantages of moving
images. While still images offer valuable insights, they lack the comprehensive information
required to fully understand animal behaviors. In contrast, videography not only addresses
this limitation but also significantly enhances the likelihood of species identification.

Building upon our previous experience [46], we believe that a system developed to
monitor small mammals inhabiting the subnivean space in Arctic regions must meet several
critical specifications, which are:

• Ability to withstand the very low temperatures of the High Arctic during winter;
• Resistance to icing and flooding (during snow melting season at spring);
• Minimization of frost formation on the camera lens and motion detection sensors;
• Capability to operate in the absence of daylight for extended periods without disturb-

ing animals;
• Capacity to take videos rather than photos;
• Low power consumption and efficient energy management to allow a long recording

season (lasting up to 10 months) with an affordable and relatively lightweight battery;
• Autonomous operation with minimal risk of failure or malfunction;
• Ability to collect data on subnivean animals 24 h a day throughout the recording season.

To the best of our knowledge, none of the existing camera systems, including those
reviewed here, fully satisfy all these critical requirements. The system proposed in [46]
was an attempt to build such a system. Although this was the first time that an automated
camera system managed to capture valuable video footage of lemmings during winter in
the High Arctic, it had some shortcomings. Notably, its energy consumption was inefficient,
requiring 5.4 Ah of battery capacity to supply the standby current (750 µA). Additionally,
the frequency of video recordings was constrained by setting a minimum time interval of
one hour between two consecutive recordings, a measure taken to overcome the extreme
power limitations imposed by working at remote Arctic study sites where regular battery
replacements are impractical [46]. A direct consequence of using a time interval is the risk
of missing information on the potential presence of an animal during this interval.

In this study, we aim to address these challenges by developing a more energy-
efficient monitoring system. Our approach involves minimizing the energy consumption
of each module within the system. For instance, we introduce a new real-time clock circuit
specifically designed to reduce current consumption. We also present a novel method
for collecting complementary information from animal activities using passive infrared
sensor signals. A detailed description of this system is provided, and its performance
is extensively evaluated through laboratory tests and field deployment in the Canadian
High Arctic.

2. Hardware and Software Design and Implementation

The block diagram depicted in Figure 1 illustrates the key components comprising the
proposed system, designated as ArcÇav 2. These components can be grouped into four
units: the filming box, video acquisition unit (VAU), low-power processing unit (LPPU),
and power unit (PU). Upon detection of a living animal in the filming box, motion detection
modules send a signal to the LPPU. If some additional conditions are satisfied, the LPPU
instructs the VAU to capture a brief video. Subsequent to the completion of this task and
the storage of the video in external memory, the VAU is powered off, and the LPPU returns
to power-down mode (sleep). The system is meticulously designed for minimal power
consumption during standby. A comprehensive description of the principal components of
the ArcÇav 2 and their respective functions is presented in the subsequent sections.
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Figure 1. Block diagram of the proposed monitoring system, ArcÇav 2. SBC: single-board computer,
RTC: real-time clock module, NIR: near infrared, BVM: battery voltage monitoring module, and
µC: microcontroller.

2.1. Filming Box

In order to capture the behaviors of small mammals beneath the snow as they circulate
through a network of tunnels [49], the use of a specialized chamber becomes imperative.
The filming chamber is an improved model of the aluminum box described in [46]. It has
two openings connected to 2-inch pipes A and B, which facilitate the ingress and egress
of small animals. We positioned the camera on the lateral side of the box (position C
in Figure A1, Appendix A) to mitigate the risk of hoarfrost accumulation on the camera
window [44].

2.2. Camera and Near-Infrared Illumination

Given the extended period during which the filming box remains beneath the snow-
pack and the absence of natural sunlight, inclusion of an artificial light source is necessary.
We employed near-infrared illumination to prevent the disruptive effects of visible light on
animals [44]. We chose a Raspberry Pi Camera Module v2.1, which is equipped with an 8-
megapixel Sony IMX219 image sensor for filming. This camera offers several advantageous
features such as a relatively wide angle of view (Figure A2), a compact size, and seamless
compatibility with the chosen single-board computer (SBC); see [46] for further details.

To ensure comprehensive coverage of the filming box, the camera is positioned at a
specific height (Figure A2a), which affords a substantial viewing range within the box,
particularly the areas encompassing entrances A and B (Figure A2b,c). Nevertheless, fixing
the camera to the lateral side of the box presents a drawback due to its fixed-focus lens. As
a result, image sharpness varies as the animals move closer to or farther from the camera.
To address this issue, we manually adjusted the maximum focus to a distance of 25 cm. A
more detailed exploration of the optimal focal length is presented in [44].

The system generates the radiant energy needed for the near-infrared spectrum video
recording using infrared emitting diodes (IR emitters). The technical specifications and
configuration of the IR emitters are provided in Appendix A (Figure A2a,d).

2.3. Real-Time Clock Module

The single-board computer employed lacks a built-in mechanism for timekeeping
when powered off. Given the critical importance of time and date records in studying



Electronics 2024, 13, 3254 5 of 31

animal behavior, we addressed this limitation by incorporating the DS3231, a low-power
real-time clock (RTC) chip with an accuracy of ±3.5 ppm (equivalent to only ±2 min of
error per year) over a temperature range of −40 ◦C to +85 ◦C. This device periodically
measures the temperature (i.e., temperature conversion cycles; see Section 3.2) and corrects
the oscillator frequency accordingly, thereby achieving an accuracy several times superior
to typical crystal RTCs. The DS3231 includes a “power control” unit, connected to the VDD
pin, that automatically switches to a secondary power supply, which is provided on the
backup power-supply input (the BAT pin), when the primary power level drops below a
certain threshold. The device also features an active-low interrupt and two time-of-day
alarms. Figure 2a illustrates a conventional RTC circuit (RTC-M1) using this chip.

Figure 2. RTC module circuit diagram. (a) Model RTC-M1. (b) Model RTC-M2. (c) Model RTC-M3.

Communication with the chip is done via the serial data (SDA) and serial clock (SCL)
pins using the inter-integrated circuit (I2C) serial interface. Furthermore, the SQW/INT
multifunction pin is configured as an interrupt (INT) by setting the INTCN bit in the control
register to 1. When either of the alarm registers matches the timekeeping registers, A1F
and A2F of the OSF register are set, and the SQW/INT pin is activated. This pin is used to
notify the main microcontroller of the RTC alarms.

Despite the good specifications of the DS3231, its energy consumption is problematic
for our goals because its active supply current is about 200 µA for VDD = 3.6 V. After
investigating the chip behavior, we identified the “power control” unit as the source of
excessive current. To mitigate this problem, we bypassed this function of the chip by
supplying power to the device solely via the BAT pin while maintaining two power sources.
In the new design (circuit RTC-M2, Figure 2b), the current drawn by U2 is reduced to
around 2 µA (current required for time keeping and current temperature measurement).
When the primary power source (VCC1 ) is available, it is applied to the BAT input via D1. In
this condition, transistor Q1 (a p-channel MOSFET) remains off as VGS = 0 and VCC1 > VB2 ,
and consequently, no current passes through R5. When VCC1 falls below a threshold value
(Vth = 2.93 V), pin RST of U2, a chip designed for supervisory circuit monitoring in micro-
processor and digital systems with ultra-low current (1 µA maximum), transitions to a low
state within a short period (called power-down reset delay, tdo f f ). This change makes the
voltage of Q1’s gate lower than the threshold voltage of the transistor, causing Q1 to turn
on and thereby connecting the backup battery (B2) to the U1 BAT pin. We selected this tran-
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sistor because of its low gate threshold voltage (VGSth), low drain-to-source on-resistance
(RDSon) and very low leakage current (less than 1 µA).

Although the transition delay tdo f f of U2 is as small as 20 µs, capacitor C1 is still
essential to provide the energy U1 requires within this period if VCC1 quickly falls below
VBATmin. The proper capacitance of C1 can be calculated using the following equation:

C1 >
I · ∆t

Vth −VD1 −VBATmin
, (1)

where I is the current consumed by the chip U1 (via pin BAT) during the transition period,
VD1 denotes the voltage of D1, and VBATmin = 2.3 V, which is the minimum voltage that U1
needs to continue operating. This equation was derived from the capacitor current–voltage
relation, i = C dv

dt , subject to the constraint that the voltage of C1 (VC1 ) during the transition
should not fall below VBATmin: Vth −VD1 − ∆VC1 > VBATmin.

During normal operation, the U1 current for timekeeping is 1.2 µA, and we can show
that a 100 pF capacitor satisfies the equation. However, during temperature measurements
occurring once every few seconds, the current increases up to 560 µA (for VCC1 = 3.3 V) for
a short period. In the rare scenario where the power source transition occurs during this
period, a significantly larger capacitor would be required. Recalculating C1 for the worst-
case scenario, i.e., I = 560 µA, VD1 = 0.25 V (at I = 560 µA), Vth = 2.857 V (minimum value
over a temperature range of −40 ◦C to +85 ◦C), and tdo f f = 40 µs (at low temperatures
−40 ◦C, the transition period doubles), yields a capacitor around 73 nF. Recognizing the
crucial role of this capacitor in ensuring the proper functioning of the RTC after loss of
the main power source, we opted for a larger capacitor (220 nF). Using this capacitor, the
voltage at the BAT pin never drops below 2.51 V.

While the proposed circuit significantly reduces current consumption by a factor of
50–100, it does have a minor drawback. Once VCC1 surpasses the preset threshold (Vth), the
reset pin of U2 remains in a low state for a duration ranging from 100 to 200 milliseconds.
During this interval, if VCC1 exceeds VB2 + VF (VF denotes the forward voltage of D1),
there is a risk of charging the battery at a rate of (VCC1 −VB2 −VD1)/(R5 + R6), which is
problematic for non-rechargeable batteries. To address this concern, we revised the circuit
by replacing diode D1 with two back-to-back p-channel MOSFETs, as depicted in Figure 2c
(i.e., RTC-M3). Capacitor C1 can be determined using Equation (1), with VD1 substituted
with zero. The new circuit offers an additional advantage: under the worst conditions,
the minimum voltage at the U1 BAT pin (rtc_vbat) is 0.25 V (i.e., VF at I = 560 µA) higher
compared to the previous design when the same capacitor is used. Alternatively, to sustain
the same minimum level, the capacitor can be halved.

Our system necessitates two RTC modules: one for the main microcontroller and
the other for the SBC. These modules differ slightly, with the SBC not utilizing any alarm
interrupt; hence, there is no need for the installation of R1 (Figure 2).

2.4. Single-Board Computer

For the purpose of image acquisition and data storage, we employed the Raspberry Pi
Zero (RPi0), a SBC with minimal peripherals. This very cost-effective and compact board is
equipped with a Broadcom BCM2835 system-on-chip. Communication with peripherals is
facilitated through several ports, including a camera serial interface (CSI) connector and a
micro-SD card slot; see [46] for technical specifications. The power source, rated at 5 V, can
be provided either via a micro-USB connection or the dedicated pins of a 40-pin connector.

The camera is connected to the board CSI connector using a 15-pin ribbon cable. To
maintain real time, the SBC establishes communication with the RTC module through the
I2C serial interface. Additionally, one digital input is allocated for receiving commands
from the main microcontroller, dictating whether to carry out a daily routine or initiate
the recording of an animal behavior within the filming box. Three other general-purpose
input/output (GPIO) pins are configured as digital outputs to regulate the operation of the
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IR emitters, while the fourth digital output serves to signal the main microcontroller upon
completion of its video acquisition task.

Drawing upon the experimental findings and computations outlined in [46], we opted
to install a SanDisk Ultra 32 GB Class 10 SDHC card into the micro-SD card slot, providing
ample local storage capacity for our needs.

2.5. Motion Detection Circuit

To detect the presence of an animal within the filming box, we designed the circuit
illustrated in Figure 3. Central to this configuration is a low-power passive infrared (PIR)
motion detection sensor that yields a digital signal upon animal movement within its
designated viewing angle: 90 degrees for standard motion and 44 degrees for subtle
movements. This sensor operates at a mere 1–1.6 µA in sleep mode, which is a highly
desirable attribute for our system.

Figure 3. Motion detection circuit diagram. (a) Model MD-M1. (b) Model MD-M2.

To mitigate undue interruptions to the primary microcontroller (see Section 2.6), we
incorporate a rising-edge-triggered pulse generator (circuit model MD-M1, Figure 3a).
Upon application of a negative edge to pin TRIG of chip U3, capacitor C4 initiates charging
through R4. When the voltage across the capacitor reaches two-thirds of VCC1 , an internal
flip–flop resets the output and discharges the capacitor via an internal transistor. This state
persists until a subsequent trigger signal is received. The pulse width (tp) is determined by
the following equation [50]:

tp = − ln(1/3)R4C4 ≈ 1.1R4C4. (2)

Given the selected values for R4 and C4, the generated pulse width is approximately
one second. The first part of the circuit (comprising components U2, R2, R3, and C2)
generates a brief falling-edge pulse essential for the proper operation of U3, with diode
D1 safeguarding the TRIG pin of this chip from voltage spikes instigated by C2 during the
low-to-high transition on the U2 output pin.

The power consumption of this circuit is modest (see Section 3.1), as the quiescent
current of U2, a CMOS gate, stands at merely 10 nA, and U3 necessitates a supply current of
approximately 30 µA. The trigger and threshold currents of U3 fall within the picoampere
range and are thus negligible. Despite this, diminishing the power consumption of the
motion detection (MD) circuit to below 2–3 µA is desirable. To achieve this objective, a
second circuit is designed (MD-M2, Figure 3b). It closely mirrors the behavior of the MD-
M1 circuit but is implemented through a program (elaborated in Section 2.8) running on
an 8-bit CMOS microcontroller with nanowatt technology. The chip current consumption
in sleep mode is exceptionally low (as minute as 50 nA), and its watchdog timer (WDT)
current approaches 2 µA for a supply voltage of 3 V.

The PIR sensor is equipped with an open-drain p-channel MOSFET in its output.
Consequently, a pull-down resistor (R1) becomes imperative to avert a floating state at the
input of U2 when the MOSFET is inactive. While using larger resistors aids with reducing
the current consumed by R1, it simultaneously prolongs the falling time of the sensor
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output up to a maximum of 3(R1∥Rpin)Cpin, where Cpin is the capacitance of the input
pin of U2 (≤50 pF for both circuits). Rpin, on the order of gigaohms, can be disregarded
in the computation. Even for R1 = 10 MΩ and Cpin = 50 pF the increase in the falling
time remains below 1.5 milliseconds, which is inconsequential for our study. However,
to preempt potential issues associated with large resistors, such as heightened error with
the same leakage current, thermal noise, and increased susceptibility to environmental
conditions (humidity and dust), we chose to maintain this resistor below 5 MΩ.

Our system can be configured with up to three MD modules, referred to as MDx, where
x ∈ [A, B, C] indicates the location of the module’s PIR sensor (i.e., PIRx); see Section 2.9 for
further details.

2.6. Main Microcontroller

To regulate the frequency and time of video acquisition and to manage a few other
tasks, we employed the ATmega328P, an 8-bit AVR microcontroller (µC) with 23 pro-
grammable I/O lines, 32 KB flash memory (program memory), and 2 KB internal SRAM.
This 32-pin chip boasts peripheral features, including three timers, a WDT with an on-chip
oscillator, an 8-channel 10-bit analog-to-digital converter (ADC), a 2-wire serial interface
(compatible with the I2C protocol), and a serial peripheral interface (SPI) port. The AT-
mega328P offers external and internal interrupts, including interrupt and wake-up on pin
change, as well as various power-saving modes. In active mode, the power supply current
ranges from a few hundred microamperes to 16 mA, depending on the oscillator frequency
and supply voltage, while the power-down mode sees a very low current (≤1 µA).

For rapid prototyping, we utilized an Arduino Pro Mini µC board, which came with
an ATmega328P and additional elements, including a reset button, a voltage regulator, and
an 8 MHz crystal. To minimize power consumption in both the active and sleep modes, we
modified the board as illustrated in Appendix A (Figure A3). Although the ATmega328P
can operate within a voltage range of 1.8 V to 5.5 V, we supplied it with a 3.3 V power
source to reduce power consumption, as the current at 5.5 V is almost 2–3 times that of
a 3.3 V supply current. The chip was configured to communicate with the RTC module
through the I2C serial interface for programming the RTC, reading time, and resetting
alarms. The SQW/INT pin of the RTC (rtc_int port in Figure 2) was connected to PD2
(external interrupt 0 input) of the µC, allowing it to be notified of the RTC alarm even
during sleep without the need for frequent checks of the RTC alarm flags.

Motion detection (MD) modules (MDA, MDB, and MDC) signal the presence of a
moving animal via three different pins of the main µC, which are linked to distinct interrupt
service routines as described in Section 2.8. The µC also monitors the main battery voltage
status through the power unit, employing two pins—one analog input and one digital
output, as detailed in Sections 2.6 and 2.8. When the specific conditions outlined in
Section 2.8 are met, the µC activates the VAU through a miniature latch relay, directing the
VAU to either execute a daily routine or capture a brief video of an animal in the filming
box. Upon task completion, the VAU is shut down.

The µC additionally records the ambient temperature using a DS18B20 sensor, with
communication facilitated through a 1-wire serial interface. Collected data, including the
date, motion detection counts (calculated from interrupts received from the MD modules),
and temperatures, are written to an SD card using the SPI serial port of the µC.

2.7. Power Unit

The exclusive power source of the system is a single 6 V battery that should be able to
sustain its operation for a duration of up to 10 months under the extremely cold conditions
of the Arctic winter. Drawing upon the test results and energy estimations outlined in [46],
we opted for the same battery model.

Two regulated voltages are derived from the battery: 3.3 V (VCC1 ) and 5 V (VCC2 ). VCC2

powers the SBC, while VCC1 supplies the remaining components of the system, including
microcontrollers, motion detection circuitry, and RTCs. To reduce the quiescent current of
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the power supply circuit and completely eliminate the quiescent current of the VAU during
periods of inactivity, the VCC2 supply is switched on solely during video acquisition.

The regulator used to generate VCC2 has a maximum input operating voltage (VIN) of
6 V, which is slightly lower than the fully charged battery voltage. To safeguard against
overvoltage, a Schottky diode with a forward voltage of 0.4 V is incorporated. However,
this approach limits the full utilization of the battery capacity, as the minimum VIN must
not fall below 5.5 V. To overcome this limitation, which also exists in [46], we added a
relay to bypass the diode (D3) when the voltage drops below the threshold VB1thL = 5.95 V
(Figure 4). The selected relay is a double-pole double-coil latch type with a maximum
contact resistance of 75 mΩ. Both poles are paralleled to minimize the dropout voltage
across the contacts. To set or reset the relay, a 3 V pulse with a minimum width of 10 ms
is applied to the relevant pins. This process, detailed in Section 2.8, is controlled by
microcontroller U1. A voltage divider, consisting of resistors R3 and R4 (Figure 4), supplies
half of the battery voltage to be measured by U1. The same divider is also utilized by the
main microcontroller to assess the battery status. To minimize the current drawn by these
resistors, they are connected to the battery only during measurement and by means of
transistors Q1 and Q2, with Q2 serving the additional purpose of safeguarding against
reverse polarity.

Figure 4. Battery voltage monitoring circuit diagram, which is a part of the power unit.

2.8. Processing Algorithms

The entire process is orchestrated by four algorithms: one runs on the µC of the motion
detection module (µCMD), another on the µC of the power unit (µCPU), the third on the
µC of the low-power processing unit (µCLPPU, also referred to as the main µC), and the
fourth on the single-board computer.

The µCMD procedure (Algorithm A1, Appendix B) generates regular pulses from PIR
signals. To minimize µC energy consumption, two choices were made. Firstly, we utilized
the low-current WDT of the device that operates from a low-frequency internal oscillator
(LFINOSC = 31 kHz). Secondly, the µC is kept in power-down mode (Sleep) as long as
possible while powering off all unnecessary peripherals. As detailed in Algorithm A1,
µCMD enters Sleep mode shortly after power-up and remains in this state until it awakens
because of receiving the first PIR signal (pir_out, the voltage at the GP2 pin; Figure 3b). It
then disables the external interrupt for this signal (designated as ExtInt, Algorithm A1),
sets the MD module output (md_out) high, configures the WDT to t1 = 66 ms, enables the
WDT, and returns to Sleep. When the WDT time-out occurs, the device wakes up, pulls
md_out low, sets the WDT to t2 = 1057 ms, clears the WDT, and returns to Sleep again.
During this time, pir_out is ignored. For the second WDT wake-up, the WDT is disabled
and the ExtInt is re-enabled (allowing pir_out to interrupt the device) before going back to
Sleep mode.

The µCPU procedure (Algorithm A2, Appendix B) handles two tasks: deciding on
the battery path (via diode D3 or the relay contacts, Figure 4) and allowing µCLPPU to
measure the battery voltage using the voltage divider of the PU (R3 and R4, Figure 4). The
procedure begins by resetting relay K1, ensuring the system is initially supplied through
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the diode. It then measures the battery voltage after putting the voltage divider in service.
If the voltage is below the threshold VB1thL , it sets the relay to bypass the diode and sleeps
immediately, awaiting external triggers for wake-up. The first ext_trig signal, sent by
µCLPPU, triggers the device to count the ext_trig interrupts within a period of 512 µs.
Based on the number of interrupts received, it then decides what action to take: (1) to check
the battery voltage and change the relay state if necessary; (2) to put the voltage divider
in service, allowing the main µC to measure the battery voltage by itself; (3) to disconnect
the voltage divider from the battery; or (4) to do nothing. It is important to mention that
µCLPPU uses the same signal to power the temperature sensor. This approach was taken
to achieve two goals: (1) dealing with the limited number of main µC pins and the absence
of a communication bus while preventing µCPU from consuming any unnecessary power
during the temperature measurement period and (2) allowing µCLPPU to command µCPU
to perform different tasks utilizing merely one pin. For additional information, including
details on the battery voltage measurement, please refer to Appendix B.

The system performs three main tasks: collecting daily sensory data (S1), recording
a daily video (S2), and recording a motion-triggered video upon animal entry (S3). As
illustrated in Figure 5, the main µC is either directly involved in performing these tasks or
manages the relevant processes.

Following initialization, it checks the battery status with the help of µCPU and goes
to power-down mode (a specific sleep mode with minimal peripherals) indefinitely if the
battery energy is insufficient. Otherwise, normal processing begins by configuring RTC1
to alarm every hour (T1) and enabling motion detection interrupts. Alarm T1 wakes up
µCLPPU every hour to check whether it is time to perform S1 or S2 in addition to measuring
the battery voltage and temperature. For S1, some data such as hourly motion detection
(MD) counts, and the battery voltage is written to a file created on SD card 1. For S2, a short
daily video is recorded with the help of the video acquisition (VA) unit. After handling a
task, it is removed from the request queue, and µCLPPU returns to power-down mode if
there are no more tasks to handle.

When µCLPPU exits sleep mode due to the reception of a signal (md_out) from any of
the MD modules (MDA, MDB, or MDC), it increments the relevant MD counter and goes
back to sleep if the VA is not permitted. Otherwise, it immediately turns on the SBC. If
MDC is triggered, it also asks the SBC to start recording a video. Receiving a signal from
the other MD modules does not trigger video recording until the moment when the MD
module C detects that an animal has entered the filming box. If no animal is detected inside
the filming box within 10 s, the SBC is powered off, and µCLPPU returns to sleep. At the
end of the VA procedure, the second timer of RTC1 (T2) is set to alarm µCLPPU in one
hour, the SBC is powered off, and µCLPPU goes to the sleep mode. Until receiving alarm
T2, no VA will be permitted, but counting the MD signals continues regardless.

The video acquisition procedure running on the SBC is very similar to [46] except that
in the current system, the SBC is powered off by µCLPPU, and two modes of video recording
are available: daily and motion. Microcontrollers were programmed in C language using
the MPLAB X IDE for the MD modules and the power unit and the Arduino IDE for the
main microcontroller. Adopting the approach suggested in [46], bare-metal programming
was used to address the slow booting and shutdown problems reported there. Codes
running on the SBC were written in Free Pascal and compiled on the Ultibo platform.
Readers can find details on the VA procedure in [46], including the use of libraries such as
MMAL API, MMC, and VC4.
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Figure 5. System processing flow diagram. PU: power unit; µC: microcontroller; µCLPPU: µC of
the low-power processing unit; SBC: single-board computer; VA: video acquisition; acq: acquisition;
bat: battery; temp: temperature; int: interrupt; MD: motion detection; MDx denotes either of the MD
modules, where x ∈ [A, B, C]; DR: daily routine; and MT: motion-triggered.
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2.9. Final Configuration

All electronic components and boards (such as the camera, IR emitters, and PIRC), but
excluding PIRA, PIRB, and the temperature sensor, are carefully arranged within a compact
electronic box (Figure 6a). This box, alongside the battery, is then securely positioned within
a customized enclosure (Figure 6b) of protection class IP68 to protect them from water, snow,
dust, and wildlife. A precisely crafted opening in the electrical enclosure is implemented
to allow the camera to film animals entering the filming box. This aperture is shielded
by a protective window made of Borosilicate glass with an anti-reflective coating. This
window possesses a high transmission rate within the wavelength range of 0.35 to 2 µm,
encompassing both the visible and near-infrared spectra (0.4–1.4 µm, see [44] for optical
details). The window is attached to the electrical enclosure with epoxy, complemented by
waterproof tape and silicone gel to establish a robust watertight seal. Three supplementary
openings are created: one for the PIRC sensor, which is shielded by an IR plastic cover,
and two for the cables of the remaining PIR sensors placed outside the electrical enclosure.
These openings are sealed using cable glands of a high protection class. The battery is
secured to the enclosure’s bottom plate with galvanized aircraft cable and plastic tie wraps.

The external PIR sensors (PIRA and PIRB), including one paired with a temperature
sensor, are assembled on a compact board and housed within a small box. These modules
are affixed to entry pipes A and B (G and H in Figure 6c). The associated cables are protected
by a combination of electrical conduits and flexible tubes enveloped in expandable stainless
steel sleeves. This configuration allows for rotation of the sensors along with the pipes,
which facilitates field deployment. Finally, the filming box and the electrical enclosure are
mounted on a U-shaped aluminum frame. The frame consolidates all system components,
making field deployment easier and, more importantly, enabling precise alignment of the
camera with respect to the filming box.

We made two versions of the system: ArcÇav 2.1, equipped with MD-M1 and RTC-M1
modules, and ArcÇav 2.2, equipped with MD-M2 and RTC-M2 modules. Both versions
require two RTC modules but can be configured with either one or three MD modules. For
the current study, both versions were configured with three MD modules for field trials.

Figure 6. ArcÇav 2 system. (a) Electronic box (A) with PIRC sensor (B) and camera and IR emitters (C).
(b) Opened electrical enclosure (D) with the electronic box (A) and battery (E). (c) A fully assembled
unit with the closed electrical enclosure (D), filming box (F), and PIRB (G) and PIRA (H) sensors.
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3. Laboratory Tests
3.1. Motion Detection Module

First, we assessed the performance of both models of the motion detection module
(MD-M1 and MD-M2, Figure 3) without the PIR sensor. To accomplish this, we simulated
the output of the PIR sensor (pir_out) by generating a sequence of input signals using a
push button or a signal generator. In the case of MD-M1 (Figure 7a,b), the rising edge of
the input signal triggered the module to generate a one-second pulse. Subsequent input
pulses did not retrigger the module (or extended the output) until the output had returned
to a low state initially.

The MD-M2 model (Figure 7c,d) produced a signal with a pulse width (tp) of approxi-
mately 81 ms following a delay (td) of less than 13 ms. Similar to MD-M1, this model is
non-retriggerable with a masking period (tm) of approximately 1.3 s. Inputs with a pulse
width smaller than 10 ms (tpmin) did not yield an output, as they were considered noise.
This approach filters out weak activations of the PIR sensor that may arise from sources
other than animal movement.

The time delay introduced by this module was negligible but could be further reduced
to a few microseconds by decreasing tpmin or eliminating the input signal checking process
(lines 14–15 of Algorithm A1) and also by using a higher oscillator frequency, such as 4 MHz,
instead of 31 kHz. However, this can lead to a significant increase in current consumption.

Figure 7. Motion detection module timing. (a,b) Model MD-M1, tp = 1.01 s. (c,d) Model MD-M2,
td = 12.8 ms, tp = 81.2 ms, tm ≈ 1.3 s. Ch1: pir_out (module input), Ch2: md_out (module output).
Subfigures (b,d) display the same signals as Subfigures (a,c), respectively, but on different time scales.
Time unit division (M) and voltage (or current) unit division of all signals (in this figure, Ch1 and
Ch2) are defined at the bottom of each diagram.

Model MD-M1 without the sensor exhibited a continuous consumption of approx-
imately 27.5 µA, and the presence of the input signal had no significant impact on this
current. However, the situation was more complex for MD-M2, as depicted in Figure 8a,b.
Immediately after a rising edge in the input (pir_out), the current sharply rose to reach
a peak of 13.9 µA, followed by a rapid drop to 1.2 µA. Two more pulses occurred after
intervals t2 (62 ms) and t4 (1.19 s). This pattern corresponds to the circuit design, where
each pulse represents a wake-up event, with the first pulse being the result of a rising
edge in the input and the subsequent two by WDT interrupts. During periods t2 and
t4, the µC was in sleep mode with the WDT running. Consequently, the current during
these periods was significantly higher than during deep sleep (before t1 and after t5), with
measured currents ranging from 30–50 nA, where all peripherals, including the WDT, were
off. Figure 8c illustrates the results of a test conducted to confirm that the MD module
remained insensitive to input signals during the masking period.

We also examined the electrical characteristics of the PIR motion detection sensor
(Figure 8d). When the sensor detected a moving target within its viewing angle, its output
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switched to the ON state, drawing approximately 2.5 µA, including the current drawn by
resistor R1 (Figure 3). In the absence of a detected target for a period of 4–5 s, the sensor
switched to sleep mode, drawing a very small current of around 1 µA.

Figure 8. Test results of the MD-M2 model of the motion detection module. (a–c) Module without
the sensor; Ch1: pir_out (module input), Ch2: md_out (module output), and Ch3: module supply
current. WDT: watchdog timer, td = 12.8 ms, tp = 81.2 ms, t1 = 26.4 ms, t2 = 61.6 ms, t3 = 18.8 ms,
t4 = 1.19 s, t5 = 15.2 ms, and tm ≈ 1.3 s (masking period). Subfigure (b) is a detailed illustration of
Subfigure (a) on a smaller time scale, with some areas in the middle of t4 (indicated by the gray bar)
omitted. Subfigures (a,c) compare the performance of MD-M2 under one PIR pulse and multiple PIR
pulses. (d) PIR sensor current curve example; Ch1: pir_out (sensor output), Ch3: sensor current.

3.2. Real-Time Clock Module

The first model of the RTC module (RTC-M1) exhibited a standby current ranging
between 100 µA and 140 µA. However, in the other two models (RTC-M2 and RTC-M3),
this standby current decreased significantly to approximately 2.23 µA, with about 1 µA
attributed to U2 and the remaining portion primarily drawn by U1 (Figure 2). Notably,
there was negligible variation between the current consumption of RTC-M2 and RTC-
M3. During temperature conversion cycles, occurring every 10 s, the current spiked to
220 µA, as depicted in Figure 9a. Because the conversion time was as small as 10 ms
(Figure 9b), the average current consumption only increased to 2.45 µA. It is noteworthy
that the U1 datasheet specifies a typical conversion time of 125 ms (with a worst-case
scenario not exceeding 200 ms), a maximum temperature conversion current of 575 µA,
and a conversion cycle repeated every 64 s. Repeated testing consistently yielded the same
results. Recalculating the average current consumption based on the values outlined in
the datasheet for the worst-case scenario, the anticipated average current consumption for
either RTC-M2 or RTC-M3 is approximately 4 µA.

Given the imperative of maintaining a voltage of ≥2.3 V at the BAT pin for proper
functioning of the U1 chip, we scrutinized this voltage (rtc_vbat, Figure 2) across various
scenarios: when VCC1 was present (On), absent (Off), and during On–Off and Off–On tran-
sitions. The results of these tests are given in Figure 9c,d. This voltage can be represented
by the following equation.

rtc_vbat =

{
VCC1 −VD1 , if VCC1 ≥ Vth

VB2 , otherwise
(3)
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In normal operation, during timekeeping, rtc_vbat (the voltage at the BAT pin) was
approximately 3.2 V, with a minor dropout of around 100 mV across resistor R4 and
diode D1 (Figure 2). Under these conditions, the RTC module drew a current of less
than 3 µA, resulting in an extremely low dropout on the resistor (3 µA·10 Ω = 30 µV).
Additionally, we confirmed that the voltage drop across diode D1 (VD1 ) was approximately
100 mV for currents below 5 µA. However, during temperature conversion, the RTC current
surged to approximately 220 µA, leading to a dropout of around 250 mV across D1 and an
insignificant dropout of 2 mV across the resistor. Whenever VCC1 dropped below Vth, the
BAT pin connected to the backup battery via Q1, facilitated by U2 asserting a low voltage
on its reset pin, linked to the Q1-Gate.

An approximate interval of 184 ms lapsed between the main supply (VCC1 ) power-on
and the restoration of rtc_vbat to 3.2 V. This delay stemmed from an internal delay within
U2, which was designed to overcome glitches. Throughout this period, a current of around
650 µA charged the backup battery. Figure 9e,f illustrates the outcomes of testing RTC-M3;
it exhibited behavior akin to that of RTC-M2 with two notable exceptions. First, rtc_vbat
was either VCC1 (when VCC1 > Vth) or VB2 due to minuscule dropouts on Q1, Q2, and
Q3. Second, during the power-on time (tdon), the backup battery remained uncharged
as transistors Q2 and Q3 remained inactive. It is noteworthy that Equation (3), with VD1

replaced by 0, can be used to represent the voltage rtc_vbat of RTC-M3.

Figure 9. RTC module test results. (a,b) Typical supply current of RTC-M2 on two different time
scales. (c) Behavior of RTC-M2 during normal operation. (d) Behavior of RTC-M2 when the main
supply (VCC1 ) switches. (e,f) Behavior of RTC-M3 when the main supply switches. Subfigure (f) is
a detailed illustration of Subfigure (e) on a smaller voltage scale, with some areas in the middle
(indicated by the gray bar) omitted. Ch1: VCC1 = 3.3 V; Ch2: VB2 = 2.98 V (Subfigures (c,d), 3.0 V for
Subfigures (e,f)); Ch3: rtc_vbat (Figure 2), Vth = 2.91 V, VD1 = 0.1 V, and tdon = 184 ms.
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3.3. Energy Expenditure

In addition to the standby mode, we measured the total energy consumption of the
proposed system for four distinct tasks: hourly routine, daily routine, motion detection
counting, and video acquisition. The average current at standby, inclusive of the RTC
temperature conversion current, remained below 8 µA and 10 µA (equivalent to 60 µW)
for the second version of the system (ArcÇav 2.2) with one and three motion detection
modules, respectively. This current is merely one three-thousandth of the current consumed
by the system presented in [47], roughly one hundredth of that consumed in [48], and one
seventy-fifth of the amount consumed in [46].

Triggered by the rtc_int, the main µC awakened every hour to perform the hourly
routine (measuring battery voltage and temperature, Section 2.8). The main µC took 6 ms
to wake up, capture the RTC alarm, and reset it. Shortly after, the battery was connected to
the voltage divider, enabling the main µC to measure the battery voltage (Figure 10a). This
was followed by the measurement of the ambient temperature, which was a much lengthier
process. The second pulse of Ch3 (vbat_h) indicates the second voltage measurement but
this time by the PU. Whenever the voltage was below the threshold, diode D3 was bypassed
by relay K1 (Figure 4). The entire process lasted approximately 266 ms and had an average
current of around 4 mA.

The initial step of the daily routine (Figure 10b) started after powering up the SD card.
This step, which lasted for 625 ms with an average current of about 28 mA, included SD
card initialization followed by the recording of collected data such as ambient temperatures
and motion detection counts onto the SD card. The last steps of the daily routine (lasting
885 ms) were identical to the hourly routine. It is worth noting that the majority of the
energy supplied to the SD card was utilized for the initialization purpose.

We examined how the main µC (Atmel ATmega328P) responded to signals from the
MD module. Upon receiving a rising-edge signal from this module (md_out), the main
µC woke up from sleep, incremented the relevant counter depending on the triggered
sensor, and returned to sleep. This process took 6.5 ms, and the current reached a peak
of around 3.6 mA (t1 in Figure 10d). The current then reverted to the standby mode in
3.6 ms. The subsequent peak in the current indicated another wake-up event triggered
by the falling edge of the md_out. The Atmel ATmega328P has only two pins with an
external interrupt feature, which can be configured to trigger on a falling edge or a rising
edge. These two pins were allocated to the interrupts received from the RTC module and
one of the MD modules. Therefore for the other two MD modules, we utilized two other
pins featuring only interrupt-on-change functionality. Results of the scenario where the
motion detection output was connected to the pin with interrupt-on-change capability are
presented in Figure 10c,d. As a result, the µC had to wake up twice for each md_out pulse:
on the rising and falling edges. For these pins, the rising edge was detected by the program
running on the µC.

When the conditions outlined in Section 2.8 are satisfied, the detection of movement
can lead to video acquisition. Figure 10e illustrates test results for this case. There was
a delay of approximately 20 ms between the rising edge of the MD module output and
powering on the SBC, for which the startup delay approximated 2.4 s. To gauge the startup
delay of the SBC, one of its unused pins (Ch3 in Figure 10e) was temporarily configured as
a digital output. This pin was set to high level as soon as the startup was completed, and it
was forced back to low level at the end of video acquisition. There was a sharp increase of
about 240 mA in the current at the end of the startup, corresponding to the activation of the
IR emitters. When the camera was capturing a video, the current surged again, fluctuating
between 440 mA and 650 mA, with an average of 545 mA.
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Figure 10. System performance for different tasks. (a) Hourly routine. Ch1: rtc_int (Figure 2); Ch2:
ext_trig (Figure 4); Ch3: vbat_h (Figure 4); Ch4: System current. (b) Daily routine. Ch1: rtc_int signal
(Figure 2); Ch2: vbat_h; Ch3: SD card power; Ch4: system current. (c,d) Motion detection counting,
shown at two different time scales. Ch1: md_out (Figure 3); Ch2: system current. (e) Video acquisition;
Ch1: md_out; Ch2: SBC power (VCC2 ); Ch3: SBC internal signal (see text); Ch4: system current.

To have an estimate of the total energy expenditure of the system over a recording
season (typically 9–10 months), we calculated the daily energy consumption for each task
(Table 1). The calculations were done for two versions of the system (ArcÇav 2.1 and
ArcÇav 2.2), each with two variations: one with a single MD module (MDC) and the other
with three MD modules (MDA, MDB, and MDC). For these calculations, we assumed that
the video acquisition (VA) is triggered 24 times (once an hour) per day, recording 8-second
clips (i.e., S3 or VA2). This represents the maximum possible number of VAs, as the interval
between subsequent videos is set to one hour. The system also captures a three-second
video (i.e., S2 or VA1) daily at a predetermined time. To estimate the required energy for
task motion detection counting, we assumed that one or more animals continuously moved
inside the filming box and the entrance pipes for a total of one hour per day.

The total energy consumption of ArcÇav 2.2 was significantly lower than that of
ArcÇav 2.1: 17% and 14% for the system with three and one MD modules, respectively
(Table 1). Particularly, the standby mode of the second version consumed about one thirtieth
of the energy of the first version. The energy consumed by the MD counting for ArcÇav 2.1
was slightly less than 1% of the total energy consumed by the entire system. For the same
task, ArcÇav 2.2 consumed a few times less energy: around 30 µAh and 77 µAh for the
system with one and three MD modules, respectively. This current is negligible compared
to the total system consumption. The combined energy consumption of the MD counting
task and standby mode for ArcÇav 2.2 was less than 1% of the total energy consumed
by the entire system, achieving one of the goals of this study. For a recording season of
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300 days under the described conditions, the total energy consumed by ArcÇav 2.2 with
three MD modules should be approximately 9.9 Ah, of which a negligible amount (67 mAh)
will be used in the standby mode, and almost a third of this amount will be for the MD
counting task.

Table 1. Typical energy consumption of the ArcÇav 2 system on a daily basis.

Task Model/Condition Avg. Current [mA] Operation Period [s] Daily Energy [mAh]

Standby

ArcÇav 2.1 with 1 MD 0.231 82,523 5.29
ArcÇav 2.1 with 3 MDs 0.288 82,523 6.59
ArcÇav 2.2 with 1 MD 0.0078 82,523 0.180
ArcÇav 2.2 with 3 MDs 0.0097 82,523 0.223

MD counting

ArcÇav 2.1 with 1 MD 0.258 3600 0.258
ArcÇav 2.1 with 3 MDs 0.369 3600 0.369
ArcÇav 2.2 with 1 MD 0.030 3600 0.030
ArcÇav 2.2 with 3 MDs 0.077 3600 0.077

Hourly routine 23 † times per day 4.07 6.11 0.007

SD card writing once per day 21.3 0.885 0.005

VA1 (S2) One 3-second video 350.4 6 0.584

VA2 (S3) 24 8-second videos 437.5 264 32.1

Total

ArcÇav 2.1 with 1 MD 38.2
ArcÇav 2.1 with 3 MDs 39.6
ArcÇav 2.2 with 1 MD 32.9
ArcÇav 2.2 with 3 MDs 33.0

ArcÇav 2.1: system with RTC-M1 and MD-M1. ArcÇav 2.2: system with RTC-M2 and MD-M2. RTC-M1, RTC-M2,
MD-M1, and MD-M2 are different models of the RTC and MD modules as described in the text. VA1: video
acquisition 1 (daily video). VA2: video acquisition 2 (motion-triggered video). † One of the hourly routines is
included in the daily data recording (SD card writing) task.

4. Field Results

To study the behavior of lemmings beneath the snow, eight units of ArcÇav 2.1 (all
equipped with three MD modules) were installed on Bylot Island, Nunavut, Canada (73◦ N,
80◦ W) in August 2021; a detailed description of the study site is given in [51].

The deployment of units took place at sites exhibiting a likelihood of use by lemmings,
such as those with deep snow accumulation and with evidence of lemming activity during
the preceding winter (such as winter nests and fecal remains [51]). We retrieved data from
these units 10 months later in late May or early June 2022. In August 2022, we further
deployed ten units of ArcÇav 2.1 and two units of ArcÇav 2.2 at the same site and retrieved
data in May or June 2023. For sample figures of the retrieval process, see Appendix C.

During the first recording season, five units operated throughout the entire period
(two stopped recording data after a few days and another one was not set up properly).
The units took a total of 981 motion-triggered videos, 384 of which included an animal
(brown lemming [Lemmus trimucronatus], collard lemming [Dicrostonyx groenlandicus], or
ermine [Mustela richardonii]; see Table 2). These videos were classified into three categories:
(1) videos featuring animals with sufficient quality for species identification (designated as
“High quality”); (2) videos showing animal presence but with poor image quality, hindering
species identification (termed as “Low quality”); and (3) videos devoid of any animal
presence. In some cases, animals were filmed while staying inside pipe A, and those
recordings were categorized as “Low quality”. Samples of animal-containing videos are
provided in Supplementary Materials (see Video S1).
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Table 2. Motion-triggered videos recorded by ArcÇav 2 at Bylot Island from August 2021 to June 2022.

High Quality Low Quality No Animal Total

Qty. % Qty. % Qty. % Qty.

Unit 1 81 35.2 9 3.9 140 60.9 230
Unit 2 49 45.4 12 11.1 47 43.5 108
Unit 3 * - - - - - - -
Unit 4 15 60.0 1 4.0 9 36.0 25
Unit 5 21 40.4 0 0.0 31 59.6 52
Unit 6 61 28.4 8 3.7 146 67.9 215
Unit 7 6 40.0 2 13.3 7 46.7 15
Unit 8 88 26.2 31 9.2 217 64.6 336

All Units 321 32.7 63 6.4 597 60.9 981
* This unit was not properly put into service.

Nearly 40% of the videos featured an animal (see samples of high-quality images in
Figure 11). Approximately 16% of animal-containing videos were of low quality due to
issues such as blurred images (largely attributed to minimal camera–animal distance) and
poor views (e.g., partial visibility due to placement within entrance pipes or dead zones
of the box). These results represent a noticeable improvement over those reported in [46],
where these percentages were 30 to 35%.

Figure 11. Sample images from videos taken by ArcÇav 2 during the 2021–2022 recording season.
First row: ermine. Second row: collard lemming. Third row: brown lemming.

The system was programmed to capture a short daily video, gather ambient tempera-
ture readings, and record hourly motion detection (MD) counts, all of which were stored in
a text file generated once per day (see Section 2.8). We present an overview of the number
of files written to the SD cards and the duration of system operation for each unit (Table 3).
Each day of operation should have yielded one daily routine video (DRV) and one daily
text (DT) file, but occasional absences of these files were observed due to a programming
bug in the main µC. This was rectified for units deployed in 2022, and the issue nearly
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disappeared (Table 3), except for unit U3 (some missing daily videos) and unit U6 (missing
daily text files). The source of this problem was likely loose connections in the SD card
slots, possibly due to temperature-induced contraction or expansion or improper card
installation during setup.

Table 3. Daily routine files recorded by each ArcÇav 2 unit (U1 to U12) at Bylot Island from August
2021 to June 2022 and August 2022 to June 2023.

Period Parameter U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12

NDS 313 281 * 284 284 285 282 280 - - - -
2021–2022 NDRV 292 266 * 4 267 276 4 267 - - - -

NDT 312 281 * 6 283 283 4 274 - - - -

NDS 296 293 296 278 289 294 281 294 291 294 294 290
2022–2023 NDRV 296 293 97 278 289 294 281 294 291 294 294 290

NDT 296 293 296 278 289 103 281 294 291 294 294 290
* This unit was not properly put into service during this period. NDS: Number of days in service. NDRV: Number
of daily routine video files. NDT: Number of daily text files.

During the second recording season (2022–2023), only 13 MT videos were recorded
per unit on average compared to 140 in the previous season even though more systems
were deployed (12 vs. 7, respectively; Unit 3 was excluded in 2021–2022). Very few
videos featured an animal, suggesting a drastic decline in the lemming population between
these two years, which was confirmed by summer trapping [52]. Analysis of daily videos
recorded during the winter 2022–2023 revealed no sign of animal visits, such as fecal
remnants or vegetation transport, underscoring this population decline.

Examining the seasonal pattern of motion detection (MD) counts can provide quick
insights into species activity intensity and its temporal distribution (Figure 12). We see a
strong decline in animal detections from August to October 2021 and a near absence of
detections throughout the winter, which is indicative of a large decline in animal activity
or numbers at the study site. This was confirmed when we related the number of motion
detections with the number of videos recorded by the same unit during the same month
(Figure 13). We found a strong positive relationship between the monthly MD counts and
the monthly video counts, which was highly significant (p < 0.001) and had a correlation
coefficient of 0.78 (R2 = 0.61, N = 50). The large variation around the predicted line can be
partly explained by the fact that video recordings were limited to one per hour, whereas
all motion detections were counted. Therefore, an animal passing through the filming box
repeatedly or exploring the box for several seconds (or minutes) during a one hour period
would yield many motion detections but only one video. In contrast, an animal passing
through only once and remaining inside the box for a few seconds would still result in one
video but significantly fewer detections compared to the previous case.

Figure 12. Average daily motion detection counts per month for 5 units (U1 to U8) from August 2021
to May 2022.
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Figure 13. Monthly motion detection counts vs. monthly videos recorded by 5 units (U1 to U8) from
August 2021 to May 2022. The black line represents the result of regression analysis with a correlation
coefficient of 0.78 (p < 0.001).

Temperature recording by the ArcÇav 2 system can also provide useful information of
the thermal environment experienced by lemmings under the snow. Minimum subnivean
temperatures exhibited considerably less short-term temporal variation than minimum
air temperatures at the study site and remained mostly warmer from December to April
(Figure 14), likely due to snow accumulation atop the units. From August 2021 to June 2022,
the highest minimum temperature recorded was −15 ◦C (by unit U1), while the lowest was
−28 ◦C (by units U5 and U6 in February 2022). In 2022–2023, unit U1 again registered the
highest minimum temperature at −15 ◦C, whereas units U5 and U10 experienced a colder
winter, with minimum temperatures of −34◦C and −29 ◦C, respectively.

Figure 14. Minimum daily subnivean temperatures recorded by ArcÇav 2. (a) From August 2021 to
May 2022. (b) From August 2022 to May 2023. Minimum air temperature was recorded 2 m above
the ground by a weather station (BYLCAMP) at the site [53].

5. Discussion

Building upon our previous endeavor [46], which successfully captured footage of
lemmings under the snow in the High Arctic—a more demanding environment than the
Subarctic [42]—our latest monitoring system offers several enhancements.

Primarily, we have achieved a remarkable reduction in standby power consumption
by over 70-fold, significantly enhancing energy efficiency, which was the main objective
of this study. This frees up a considerable portion of battery capacity that was previously
dedicated to supplying standby current in the system proposed in [46] (ArcÇav 1). The
saved energy can now be utilized for recording more videos (e.g., by reducing the one-
hour interval between subsequent video recordings to 40 min). Generally speaking, the
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frequency of video recordings in a camera-trapping system is constrained by setting a
minimum time interval between consecutive recordings: a measure taken to circumvent
power limitations. However, this approach carries the inherent risk of missing valuable
information regarding potential animal presence during these intervals. Besides improving
power efficiency, we have introduced a novel metric for monitoring animal activity: the
motion detection count. This metric is measured by a subsystem with minimal energy
consumption, which is only one hundredth of the energy required for video acquisition. MD
counts can provide supplementary information on activity level in the filming area between
video footage, thereby eliminating the risk of losing such valuable data. Statistical analyses
strongly support that the MD count can be a reliable index of animal activity, validating our
hypothesis in this study. These two improvements, introduced in ArcÇav 2, can alleviate the
constraints on the frequency of video recordings inherent in ArcÇav 1 as well as in existing
camera-trapping systems. Furthermore, we have noticeably decreased the proportion of
videos featuring no animals or of low-quality blurred images or obscured views.

We attribute the increased frequency of videos featuring animals with the ArcÇav 2
system over previous versions [46] to a series of enhancements. These include relocating
entrance B (see Appendix A), adjusting the positioning of PIR sensor C (shifting it leftward
to avoid triggering due to animal movements outside the filming box in front of pipe A; see
Figure A2), integrating additional MD modules to detect animal activity within entrance
pipes A and B, and implementing a new triggering algorithm that activates the SBC upon
animal entry into pipes A or B. When a lemming passes through either entrance pipe at its
typical pace, it requires 1–2 s to enter the filming box. This duration partially compensates
for the system startup delay and significantly increases the chance of capturing a video
while the animal is still inside the filming box.

Similarly, the reduced occurrence of low-quality videos can be attributed to several
modifications. These include relocating entrance B to ensure its visibility within the camera
field of view, decreasing the ratio of the camera deadzone to observable areas within
the filming box, and extending the length of the filming box. The effectiveness of these
adjustments is further complemented by the new triggering algorithm. Additionally,
employing a larger number of IR emitters with increased radiant intensity, wider half-
intensity angles, and improved positioning around the camera has contributed to the
acquisition of higher-quality videos compared to those presented in [46].

The utilization of ArcÇav 2 promises a deeper understanding of lemming winter
ecology, providing insights into their activity patterns, social behaviors, and reproductive
activities. Such data are invaluable for elucidating the population dynamics of rodents,
which are of critical importance to the food chain in many ecosystems. While acknowl-
edging that the filming box may influence natural behaviors of animals and potentially
limit our inferences, we believe it currently offers the most reliable means of gathering
such information.

ArcÇav 2 records a short video every day, which can provide significant additional
information. For instance, daily videos can aid in monitoring environmental changes such
as foggy conditions and timing of frost formation on the camera lens. Another valuable
data point acquired by ArcÇav 2 is the subnivean temperature, which, when combined with
other data such as MD counts and MT videos, provides a foundation for testing hypotheses
related to the impact of snow depth on animal population dynamics and the extent of
such influence.

Another benefit of ArcÇav 2 is that a simplified version without the camera and
related components can be reduced solely to an MD counting tool, which is a significantly
cheaper (approximately 200 USD) and more compact system. Basically, it can fit into
a small electronic box installed on a pipe like parts H or G depicted in Figure 6. This
streamlined setup would result in a much more affordable apparatus and would require
a substantially smaller battery, potentially as small as 100 mAh capacity, to operate for
an entire year (see Table 1). Therefore, the simplified iteration of the equipment could be
deployed in large quantities either independently or alongside fewer ArcÇav 2 units. This
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approach has the potential to yield larger sample sizes, thereby enhancing the reliability
and validity of research findings regarding the population dynamics of studied species at a
larger spatial scale.

Despite the proven utility and reliability of ArcÇav 2 in studying the life of Arctic
subnivean animals, as demonstrated by experimental results, there are areas where this
monitoring system can still be enhanced. While modifications introduced to ArcÇav 2 led
to an increase in the percentage of videos featuring animals compared to [46], a significant
proportion of videos still lack animal presence. This may result from several scenarios, such
as animals swiftly traversing the pipes and filming box or briefly entering the box before
quickly exiting through the same pipe in less than 2–3 s. This would activate the motion
detection module C and thereby trigger video recording, but due to the relatively long
startup delay of the system (≈3 s), the animal is already gone when the video is recorded.
The RPi0 (the SBC utilized for video acquisition) typically operates with an operating
system. This results in a very slow boot time (over 70 s [46]), which is unacceptable for
our application. The approach adopted in this study to address this problem yielded a
significantly shorter boot time (≈3 s), but this is still not ideal. Even though much faster
triggering of video recordings could be possible if the RPi0 were kept powered on, this
would prohibitively increase energy consumption and prevent recording for more than a
few days or weeks. Another solution to this challenge would be to extend the length of
the inlet pipes to compensate for the startup delay between motion detection and video
recording initiation. However, longer pipes may complicate field installation. Alternatively,
a technically demanding but more effective solution would be to reduce the startup delay
to less than one second or even less than 100 ms. However, implementing this idea with
the current generation of SBCs poses significant challenges, if not impossibilities, due to
technical reasons beyond the scope of the current study.

Although animals briefly entering the filming box or quickly passing through it
probably account for most of the empty videos, PIR sensors may also be triggered by
unwanted stimuli. Two potential sources of such stimuli can be identified. Firstly, sudden
fluctuations in air temperature, caused for instance by gusts of cold or hot air passing
through the entrance pipes, can activate the sensor if they induce sufficient temperature
variation. We have confirmed such a scenario by simulating a rapid temperature change
in laboratory experiments utilizing a hot air blower. Adding an elbow to the end of the
entrance pipes may solve this potential issue. Additionally, based on some MT videos
captured by the system, large insects such as spiders may also trigger the PIR sensors.
However, further testing is required to conclusively verify this observation.

Despite the superiority of RTC-M3 over RTC-M2, as supported by laboratory tests (see
Section 3.2), we did not have the chance to deploy any ArcÇav units equipped with this
module in the field yet because the RTC-M3 was completed in a later stage of our project.
The RTC-M3 is designed to eliminate the risk of charging the RTC backup battery, which
can be problematic for non-rechargeable batteries. However, in applications where the
system is not frequently powered on or off, this issue becomes less significant because the
risk occurs only during the power transition (switching from the OFF to the ON state).
Moreover, when the RTC backup battery is new, its voltage is high, resulting in a very low
charging current. Finally, the charging period caused by the internal delay of chip U2 in the
RTC-M3 circuit is quite short. Nevertheless, we suggest equipping future ArcÇav units
with RTC-M3, particularly if it is required to power on and off the system frequently. Since
RTC-M3 eliminates the risk of charging the RTC backup battery, it prevents shortening the
battery lifespan and avoids issues such as leakage and rupture.

6. Conclusions

In this paper, we presented the design and testing of ArcÇav 2: an autonomous
monitoring system tailored for collecting behavioral data and activity patterns on small
mammals beneath the snow in the Arctic. Building on our previous system (ArcÇav 1 [46]),
the first autonomous camera system that successfully filmed lemmings in the High Arctic,
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ArcÇav 2 offers several enhancements, including a remarkable reduction in standby power
consumption by over 70-fold. Our approach involves minimizing the energy consumption
of each module and introducing a new real-time clock circuit with minimal current draw.
We also developed a novel method for collecting complementary information (i.e., MD
counts) from animal activities using passive infrared sensor signals. Although existing
camera systems, to our knowledge, use this sensor solely to trigger video recording, our
method efficiently gathers additional data from this sensor while consuming an extremely
low amount of energy. Generally, camera-trapping systems limit the frequency of video
recordings by setting a minimum interval between recordings to save power but at the cost
of risking the loss of valuable information on animal presence during these intervals. MD
counts offer supplementary data on activity levels between recordings, thereby eliminating
this risk. Our system is the only camera system equipped with this crucial feature.

With sufficient deployment, this tool could facilitate the estimation of small mammal
habitat utilization and population dynamics through occupancy modeling, as demonstrated
in prior studies [43,54]. Integrating MD counts as a complementary data source, coupled
with motion-triggered videos, could potentially provide more precise occupancy models
and population estimation compared to relying solely on videos. A concomitant analysis
combining information from videos acquired by the ArcÇav system and data from more
traditional methods (live-trapping and winter nests of lemmings [14]) from 2018 to 2023
shows good performance of the system [52].

Our equipment provides biologists with an unprecedented opportunity to study sub-
nivean animals throughout the entire winter season. Moreover, while initially developed
for studying lemmings in remote areas with harsh climates such as that of the High Arc-
tic, this technology holds promise for studying various small mammals in less extreme
environments. It is worth noting that before deploying units to the Arctic, we conducted
preliminary tests of two prototypes in the Montmorency Forest (north of Quebec City, QC,
Canada) during the winters of 2020 and 2021, and we successfully monitored the subnivean
behavior of small animals such as voles, shrews, and squirrels (unpublished work).

Despite some shortcomings (discussed in Section 5), the current ArcÇav system enables
year-round monitoring of small animals in their natural habitats, even under extremely
harsh environmental conditions. If deployed on a large spatial scale, it will provide
biologists with valuable information necessary to address longstanding questions in animal
ecology such as the population dynamics of arctic rodents. Furthermore, we hope this
study has laid the groundwork for further research and encourages the development of
more resilient and power efficient monitoring systems specific to unique environments,
such as the subnivean space with its harsh conditions.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/electronics13163254/s1, Video S1: Sample videos recorded by ArcÇav 2 at
Bylot Island.

Author Contributions: Conceptualization, D.K. (electronics), M.P. (ecology), X.M. (electronics) and
G.G. (ecology); methodology, D.K. (hardware and software design and implementation) and M.P.
(ecological aspects and field deployment); software, D.K.; validation, D.K. (laboratory tests and field
results) and M.P. (field results); formal analysis, D.K. and M.P.; investigation, D.K. (laboratory tests)
and M.P. (fieldwork); resources, X.M., G.G. and C.I.-C.; writing—original draft preparation, D.K. and
G.G.; writing—review and editing, D.K., M.P., X.M., G.G. and C.I.-C.; visualization, D.K.; supervision,
X.M., G.G. and C.I.-C.; project administration, X.M. and G.G.; funding acquisition, X.M. and G.G. All
authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Sentinel North program of Université Laval, funded by
the Canada First Research Excellence Fund, the Natural Sciences and Engineering Research Council
of Canada (NSERC), the Network of Centers of Excellence, ArcticNet, Polar Knowledge Canada,
the Polar Continental Shelf Program of Natural Resources Canada, and the Canada Research Chair
Program in Infrared Vision.

https://www.mdpi.com/article/10.3390/electronics13163254/s1
https://www.mdpi.com/article/10.3390/electronics13163254/s1


Electronics 2024, 13, 3254 25 of 31

Institutional Review Board Statement: Field testing on Bylot Island was approved by the Animal
Welfare Committee of Université Laval (protocol Nos. 2019-253, VRR-18-050) in accordance with the
guidelines of the Canadian Council on Animal Care and by Parks Canada (permit No. SIR-2021-39399).

Data Availability Statement: The original contributions presented in the study are included in the
article and Supplementary Materials.

Acknowledgments: The authors would like to thank Marco Béland for providing them with access to
his workshop and tools and for assisting with the preparation of the filming boxes and customizing
the electrical enclosures and electronic boxes. They also thank Louis-Pierre Ouellet and Emy Gagnon
for the analysis of lemming videos and Gabriel Bergeron and Camille Gaudreau-Rousseau for their
valuable help in the field while collecting data and deploying the camera systems.

Conflicts of Interest: The authors declare no conflicts of interest.

Abbreviations
The following abbreviations are used in this manuscript:

ADC Analog-to-Digital Converter
API Application Programming Interface
CMOS Complementary Metal–Oxide–Semiconductor
CSI Camera Serial Interface
DI Digital Input
DO Digital Output
ExtInt External Interrupt
GPIO General-Purpose Input/Output
IDE Integrated Development Environment
I2C Inter-Integrated Circuit
INT Interrupt
IoC Interrupt on Change
LED Light Emitting Diode
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Appendix A
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Figure A1. Filming box, crafted from 1.6 mm (1/16 inch) aluminum sheets. The right image is the
cross section of the box along a vertical plane passing through the middle of pipe A. Dimensions
(L ×W × H): 40 × 20 × 20 cm3. A small animal may use pipes A and B to freely enter or exit the
box. C: location of the opening for the camera and sensor; a detailed layout is given in Figure A2.
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Figure A2. (a) Layout of the camera side of the filming box. It shows the actual positions of the
camera, motion detection sensor, and infrared emitting diodes (IR emitters). H1 and H2 represent the
height of the camera and the sensor, respectively. (b,c) Lateral and top view of the filming box and the
camera field of view. The gray areas are the dead zone of the camera. (d) Camera and near infrared
(NIR) illumination board. The system uses nine TSHG6400 IR emitters featuring a peak wavelength
of 850 nm (see [44] for the rationale behind selecting this wavelength), a forward voltage of 1.5 V, an
angle of half intensity spanning ± 22 degrees, and a radiant intensity of 45 mW/sr (at 100 mA). The
IR emitters are positioned in the vicinity of the camera to achieve a relatively uniform distribution of
NIR light. To ensure proper functioning, every trio of IR emitters (D1–D3 in the center, D4–D6 on the
right, and D7–D9 on the left) are connected in series and are individually supplied through separate
driver circuits, configured to deliver 65 mA to D1–D3 and 90 mA to the remaining emitters.

(a) (b)

3

421

1234

Figure A3. ATmega328P microcontroller board preparation. Numbers 1–4 show the components
that should be removed. Removal of components 3 (jumper SJ1) and 4 (LED D3) from the board
is necessary, but removal is optional for components 1 and 2. (a) Before modifications. (b) After
modifications. A schematic of this board is given in [55].
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Appendix B

Algorithm A1: Procedure of the µC of the motion detection module.

1: procedure µCMD
/* DI: Digital input, DO: Digital output, IoC3: Interrupt on change for GP3
* ExtInt: External interrupt on GP2, SFE: Sleep forever, WDT: Watchdog timer
* MD: Motion detection */
/**** Initialization and Configuration ****/

2: t1 ← 66 ms t2 ← 1057 ms tpmin ← 10 ms
3: state← PWR_ON
4: Define GP0 as md_out, GP2 as pir_out, GP3 as shdn
5: Configure GP2 and GP3 as DI, GP0 as DO, and LFINTOSC (31 kHz) as clock source

/**** Main procedure ****/
6: md_out← 0
7: Wait a few seconds. ▷ Until other units are ready
8: Disable WDT Enable IoC3 Enable ExtInt
9: Go to sleep

10: while system is ON do
11: if wake-up due to shdn interrupt then
12: state← SFE md_out← 0 Disable WDT, IoC3, and ExtInt
13: else if state is MD and wake-up due to pir_out interrupt then
14: if pir_out does not remain high within tpmin then
15: Return to sleep ▷ Consider input as noise.

16: state←WDT1 md_out← 1 Set WDT for t1
17: Disable ExtInt Enable WDT clear WDT
18: else if state is WDT1 and wake-up due to WDT interrupt then
19: state←WDT2 md_out← 0 Set WDT for t2
20: Enable WDT clear WDT
21: else if state is WDT2 and wake-up due to WDT interrupt then
22: Disable WDT state←MD Enable ExtInt
23: Go to sleep

Algorithm A2: Procedure of the µC of the power unit.

1: procedure µCPU
/**** Initialization and Configuration ****/

2: Define GP0 as vbat_h, GP2 as ext_trig, GP3 as shdn
3: Define GP1 as con_res_to_bat, GP4 as set_rel, GP5 as reset_rel
4: Configure GP2 and GP3 as DI, GP0 as AI, and GP1, GP4, and GP5 as DO
5: Configure ADC ▷ ADC: analog-to-digital converter

/**** Main procedure ****/
6: set_rel← 0 reset_rel← 1 con_res_to_bat← 0 Wait PWREL
7: reset_rel← 0 rel_state← RESET
8: Wait a few seconds. ▷ Until other units are ready
9: vbat_h← GETBATVOL rel_state← CHANGERELSTATE

10: Disable WDT, Enable IoC3 and ExtInt
11: Go to sleep
12: while system is ON do
13: if shdn interrupt then
14: con_res_to_bat← 0 Disable WDT, IoC3, and ExtInt
15: reset_rel← 1 Wait PWREL
16: reset_rel← 0 rel_state← RESET Go to sleep

17: if ext_trig interrupt then
18: gp2int_cnt← 1 Set TMR0 Enable TMR0
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19: while TMR0 is NOT overflowed do
20: if ext_trig interrupt then
21: gp2int_cnt← gp2int_cnt+1

22: Disable ExtInt and TMR0
23: if gp2int_cnt==4 then
24: vbat_h← GETBATVOL rel_state← CHANGERELSTATE

25: else if gp2int_cnt==6 then
26: con_res_to_bat← 1 Set WDT for 264 ms Enable WDT
27: else if gp2int_cnt==2 then
28: con_res_to_bat← 0 Disable WDT
29: if WDT interrupt then
30: con_res_to_bat← 0 state← 0 Disable WDT
31: gp2int_cnt← 0 Enable ExtInt Go to sleep

Change the relay state

32: function CHANGERELSTATE

33: if 2*vbat_h ≤ VB1thL & rel_state is RESET then
34: set_rel← 1 Wait PWREL
35: set_rel← 0 rel_state← SET
36: else if 2*vbat_h ≥ VB1thH & rel_state is SET then
37: reset_rel← 1 Wait PWREL
38: reset_rel← 0 rel_state← RESET
39: return rel_state

Battery voltage measurement

40: function GETBATVOL

41: Disable ExtInt con_res_to_bat← 1 Wait 100 µs
42: Enable ADC Wait tACQ ▷ the acquisition time
43: Start conversion
44: while conversion is not done do
45: wait 4 µs
46: Disable ADC con_res_to_bat← 0
47: return ADC result

To measure the battery voltage, one of the on-chip analog-to-digital converters (ADCs)
of µCPU is used. The A/D conversion involves configuring the ADC module, acquisition,
conversion, and reading the result. We set the µC oscillator frequency FOSC) to 4 MHz
and the ADC clock source to FOSC/8 resulting in a 2 µs A/D clock period (TAD). The
conversion takes 11×TAD (22 µs), but computing the acquisition time (tACQ) depends on
a few parameters, such as elements R3, R4, and C3 of the PU circuit (Figure 4), the ADC
amplifier settling time, the capacitance and resistance of the input pin, and the temperature.
The reader may refer to the datasheet of the µC for details. The chosen tACQ = 100 µs
accommodates worst-case scenarios.
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Appendix C

Figure A4. Retrieval process. Bylot Island. (a) ArcÇav 2.1, 28 May 2022. (b) ArcÇav 2.2, 31 May 2023.
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